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Case Study - Husky Energy Green-High-Density Computing
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At the heart of Husky’s green high-density computing initiative is Opengate’s

innovative cooling distribution system that contains the heat, dynamically scales to
the IT load in real-time, and reports cooling load data and alarms . Installation and
set-up for the Containment Cooling system was quick and easily adapted to Husky's

choice of IT equipment racks, precision cooling, and IT management software.

Maximized IT flexibility and data center efficiency — Highly
available high-density computing in a low slab-to-s lab facility
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Maximized energy savings while maintaining a stable
computing environment in this tight urban setting
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With inadequate supply air volume at the face of th e rack,
high-density equipment was pulling in hot exhaust a ir

Region in front of the IT rack -
With inadequate supply air volume in front of the rack, high-density equipment was pulling in hot -
exhaust air. When deploying higher-density equipment, the volume of air pulled through the IT j’

equipment rack exceeded the volume of cool air dist ributed at the face of the rack , resulting

in hot air recirculation to the equipment intakes.

Floor Tile Gymnastics

Actual tile flow rates vary significantly and are, on average,
lower than expected due to many difficult to control variables

Actual tile flow rates varied significantly and, on

average, were lower than expected. Achieving

desired flow rates from floor tiles , or other cool-air = 2500 56% Open Grate/./

delivery methods, in front of every IT rack on the floor L\('J/ 2000

is complex and highly dynamic . Affecting under- § 1500 |

floor pressure, and the resulting tile flow rates, are: é 1000 h o e, 25% Open Perf |
Size, Floor aspect ratio and height, Tile positions and 2

types, Presence of floor leakage paths, Size and " 0 am

orientation of CRAC/H (Computer Room Air 0 0.05 0.10 0.20

Conditioner/Handler) units, Under-floor obstructions, Under Floor Pressure (Inches W.C.)

CRAC/H maintenance, and Under-floor work.

Cooling Over-Provisioning Approach

Husky’s previous data center had an over-provisioning of
the cooling volume and a reduced air temperature, which
was below the recommended ASHRAE lower limit in an
attempt to reduce hot spots at the top of the equipment
racks. Due to the unpredictable mixing of cool air with hot

IT equipment exhaust air, a significant portion of cooling . Cooling
was never utilized and hours of free cooling were | ost. Cooling Unit
CFD provides a visual of hot air recirculation to t he face of

the IT equipment rack due to cool air supply instab ility




Husky Energy now knows how to manage IT exhaust heat, raise supply air temperature within the ASHRAE range, eliminate waste, and

gain flexibility to locate high-density IT racks anywhere on the floor.

Husky easily deployed high-density racks in quantit y, anywhere on the data center floor. Placing high-density racks anywhere was

not only possible, but Opengate’s cooling distribution system also allowed full utilization of cooling resources.

Intake air temperature stabilized to within a few d  egrees of
supply air temperature at all points in the data ce  nter
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Fully integrated with Husky’s choice of data center
management software, Eaton Foreseer
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Opengate software is providing real-time cooling load and
environment monitoring as well as critical alarms at the

management console level. IT or building management

software integration was a breeze. Opengate SiteX View

software has easy-to-use MIB and XML data and the

software suite is included, integrated within each system

microprocessor.

Opengate systems are independent of precision cooli ng
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vendor, rack vendor, or management software platfor m,

giving Husky the flexibility to adapt to any future need. P T o -
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( - 3 () * b= Automatically scale cooling for network

switche d all IT equipment type
The Containment Cooling system is configured to draw cool air in along the side of

network switches. In the Husky configuration, two large Cisco 6509 switches are

placed in 30-inch wide racks.

Heated exhaust from network switches is directed out of the rack
Containment Cooling system set to a slightly negative rack pressure

Cool air enters the rack below the network switch chassis
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Cool air enters the rack at the switch side intake and ensures proper
network switch operation
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Opengate Containment Cooling scales to the real-time IT load.
All heat is contained and cooling distribution is m anaged,
allowing maximum cooling efficiency and flexibility for
high-density computing.  Husky deploys ultra-efficient servers
that are designed closer to their thermal limits while still fully Inter-duct connector between adjacent 30-inch wide

S . L - racks allows ceiling to be quickly trimmed for enti re row
utilizing their cooling infrastructure, and have eliminated the

need to add supplemental cooling.

The Husky Energy Data Center Project addressed three areas
that impact data center spending: energy consumption, real
estate utilization, and operational overhead. Husky achieves
320 minimum days of free cooling while giving Operations the

ability to deploy IT and maintain a safe thermal environment,

regardless of rack density or placement and without ~ any Plenty of room for organizing cable bundles above w ith
manual overhead . overhead cable trays or ladder racks

Husky has achieved 100% cooling utilization for zer ~ o-waste cooling and the lowest PUE!

Raised supply airtemp | Raised supplywa tertemp | Maximized free cooling hours

The entire Husky data center has been normalized to within a few degrees of the supply air temperature. Husky can deploy
more IT racks without heat issues and intelligently manage data center growth.

Full data center loading is achieved using Opengate  ’'s Containment Cooling system.
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Customers choose Opengate systems to automate

data center cooling and maximize energy efficiency!

Why adapt to hot spots when
you can normalize your entire
data center?

Achieve Unity Cooling ®and
Maximize Free Cooling:

Supply air at 76F

Intake air less than 78F

Maximize Rack and Room
Density and Achieve Best-In-
Class PUE:

Zero Cooling Waste

Zero Heat Issues
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Automated Cooling Circuit
Control & Management
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Data Center Management
System

8
Automated Row Heat
Containment
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Network Switch Cooling

P*:
Intelligent Rack Power

Distribution
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